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Abstrak - Penipuan oleh pihak penjual yang tidak sah di
platform belanja online semakin meningkat dan menimbulkan
kerugian serta menurunkan kepercayaan konsumen. Untuk
mengatasi masalah ini, dikembangkan sebuah sistem informasi
yang memanfaatkan pendekatan data mining guna
mengidentifikasi pola perilaku penjual yang mencurigakan.
Metode Klasifikasi yang digunakan adalah K-Nearest
Neighbor, yang bekerja dengan membandingkan data baru
terhadap sejumlah tetangga terdekat berdasarkan fitur
tertentu seperti volume transaksi, tingkat pengembalian,
jumlah keluhan, lama operasional toko, dan skor penilaian.
Data yang dianalisis terlebih dahulu melalui proses normalisasi
untuk menjaga konsistensi skala antaratribut. Hasil pengujian
menunjukkan bahwa sistem mampu memprediksi penjual
palsu dengan akurasi tinggi, menunjukkan potensi penerapan
nyata dalam pemantauan aktivitas penjual secara otomatis.
Sistem ini dapat membantu penyedia platform dalam
mengurangi risiko penipuan melalui identifikasi awal terhadap
penjual berisiko. Dengan demikian, pendekatan ini
menawarkan kontribusi praktis dalam meningkatkan
keamanan dan kepercayaan pengguna pada platform belanja
daring.

Kata Kunci - data mining, K-Nearest Neighbor, prediksi
penjual palsu, e-commerce, klasifikasi penjual.

Abstract - Fraud committed by unauthorized sellers on
online shopping platforms continues to rise, leading to financial
losses and a decline in consumer trust. To address this issue, an
information system was developed using a data mining
approach to identify suspicious seller behavior. The
classification method employed is K-Nearest Neighbor, which
operates by comparing new data to a number of closest
neighbors based on selected features such as transaction
volume, return rate, customer complaints, store duration, and
rating scores. Prior to classification, data is normalized to
ensure consistent scales across attributes. Testing results show
that the system can predict fraudulent sellers with high
accuracy, indicating its potential for real-world application in
automatic seller activity monitoring. This system can assist
platform providers in reducing the risk of fraud through early
identification of high-risk sellers. Therefore, the proposed
approach offers a practical contribution to enhancing security
and user trust in e-commerce platforms.

Keywords - data mining, K-Nearest Neighbor, fraudulent
seller prediction, e-commerce, seller classification.

|. PENDAHULUAN

Perkembangan teknologi informasi telah mendorong
pertumbuhan signifikan dalam perdagangan elektronik (e-
commerce) [1]. Platform belanja online seperti Shopee,
Tokopedia, dan Lazada telah menjadi pilihan utama
masyarakat dalam melakukan transaksi karena kemudahan

dan fleksibilitas yang ditawarkan. Namun, di balik kemajuan
ini, muncul permasalahan serius terkait keberadaan penjual
palsu yang merugikan konsumen baik secara materi maupun
psikologis [2] [3]. Penjual palsu seringkali memanfaatkan
kelengahan pengguna untuk menjual produk yang tidak
sesuai deskripsi, barang palsu, atau bahkan tidak
mengirimkan barang sama sekali [4] [5].

Beberapa penelitian telah mendukung pentingnya
penggunaan sistem berbasis data mining untuk mendeteksi
akun penjual palsu secara otomatis karena pendekatan
manual yang tidak efisien dan cenderung rentan terhadap
kesalahan. Misalnya, penelitian yang dilakukan oleh Renjith
[6] mengusulkan sebuah kerangka model menggunakan
Support Vector Machine untuk mendeteksi penjual palsu di
marketplace online berdasarkan histori transaksi dan
perilaku penjual, yang secara efektif mendeteksi perilaku
penipuan tersebut

Data mining adalah proses ekstraksi informasi atau pola
tersembunyi dari kumpulan data besar menggunakan teknik
statistik, pembelajaran mesin, dan kecerdasan buatan [7].
Salah satu teknik klasifikasi yang umum digunakan dalam
data mining adalah algoritma K-Nearest Neighbor (KNN).
Metode ini bekerja dengan mengklasifikasikan objek
berdasarkan kedekatan jarak terhadap sejumlah tetangga
terdekat dalam ruang data [8]. Penggunaan KNN dalam
mendeteksi anomali atau outlier pada data transaksi e-
commerce telah terbukti efektif dalam beberapa penelitian
sebelumnya [9], [10].

Penelitian ini bertujuan untuk mengembangkan sistem
informasi berbasis data mining menggunakan algoritma
KNN guna memprediksi keberadaan penjual palsu di
platform belanja online. Sistem ini diharapkan mampu
menjadi alat bantu bagi penyedia platform dalam
mengurangi risiko penipuan dan meningkatkan kepercayaan
konsumen.

Il. METODE PENELITIAN
A. Jenis Penelitian

Penelitian ini menggunakan pendekatan kuantitatif
dengan metode eksperimen. Sistem dibangun dan diuji
menggunakan data simulasi penjual di platform e-commerce
yang telah diklasifikasikan menjadi dua kategori: penjual
asli dan penjual palsu. Algoritma K-Nearest Neighbor
(KNN) [11] diterapkan untuk memprediksi status penjual
berdasarkan atribut-atribut transaksi.
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B. Metode Pengumpulan Data

Data dikumpulkan melalui teknik dokumentasi dan
simulasi. Variabel-variabel yang diamati dalam dataset
meliputi:

Rating toko
Kecepatan pengiriman (hari)

Tingkat keaslian produk (%)

SIS

1. Jumlah transaksi Status penjual (Asli/Palsu)

2. Jumlah keluhan pelanggan
Tabel 1. Data Penjualan

No Transaksi Keluhan Rating Pengiriman (hari) Keaslian (%) Status
1 120 2 4.8 2 98 Asli
2 30 8 3.2 7 45 Palsu
3 150 1 4.9 1 99 Asli
4 25 6 3.5 6 50 Palsu
5 80 3 4.2 3 90 Asli
6 20 9 2.9 8 40 Palsu
7 100 2 4.6 2 95 Asli
8 18 10 25 9 30 Palsu
9 90 3 4.5 2 92 Asli
10 22 7 3.0 7 38 Palsu
C.Teknik Analisis Data 2. Hitung jarak Euclidean tiap data uji terhadap

Analisis  dilakukan dengan algoritma K-Nearest seluruh data latih

Neighbor menggunakan jarak Euclidean [12]. Langkah- 3. Tentukan nilai k
langkah analisis:

1. Normalisasi data [13] (jika diperlukan)

4. Lakukan voting mayoritas dari k tetangga terdekat
5. Prediksi status penjual

Tabel 2. Sample Data Training (sample)

No Transaksi Keluhan Rating Pengiriman Keaslian Status
(hari) (%)

1 120 2 4.8 2 98 Asli
2 30 8 3.2 7 45 Palsu
3 150 1 4.9 1 99 Asli
4 25 6 35 6 50 Palsu
5 80 3 4.2 3 90 Asli
6 20 9 2.9 8 40 Palsu

Tabel 3. Sample Data Testing

No Transaksi Keluhan Rating Pengiriman Keaslian Status
(hari) (%)
1 90 3 45 2 92 ?
2 18 10 2.5 9 30 ?
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D.Algoritma Data Mining

Dalam penelitian ini digunakan algoritma K-Nearest
Neighbor (KNN) [14] sebagai metode Klasifikasi untuk
memprediksi status penjual (Asli atau Palsu) berdasarkan
karakteristik perilaku mereka. KNN bekerja dengan mencari
sejumlah tetangga terdekat (nilai k) dari suatu data uji,
kemudian menentukan kelasnya berdasarkan mayoritas
tetangga tersebut [15].

E. Rumus Euclidean Distance

Untuk mengukur kedekatan antara data uji dengan data
latih digunakan rumus Euclidean Distance sebagai berikut:

dCxy) = JOL—yD? + (2 =y2)? + -+ Gn—yn)2 (1)
Keterangan
x = Data Testing
y = Data Training
n = Jumlah fitur/atribut
d = Jarak Euclidean

I1l. HASIL DAN PEMBAHASAN
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6 No. 6 75.83 Palsu

Dengan K = 3, maka diambil 3 jarak terkecil:

No. 5 (Asli)

No. 1 (Asli)

No. 2 (Palsu)

Voting Mayoritas: 2 Asli vs 1 Palsu — Prediksi: Asli

Berikut ini adalah dua data uji yang dianalisis
menggunakan KNN dengan K = 3.

Tabel 7. Data Testing 1

. . Pengiriman  Keaslian
Transaksi Keluhan Rating (hari) (%)
90 3 4.5 2 92

Tabel 8. Jarak Euclidean dari Data Testing 1 ke Data
Training

No Data Training  Jarak Euclidean Status
A. Analisis Data
o . . . 1 No. 5 10.87 Asli
Analisis dilakukan untuk menginterpretasikan hasil i
penghitungan jarak Euclidean antara data testing dengan 2 No. 1 30.61 Asli
seluruh da}ta training. Tujuannya adalah untuk menentukan 3 No. 2 61.12 Palsu
status penjual berdasarkan k tetangga terdekat.
. - 4 No. 3 61.21 Asli
Tabel 4. Data Testing yang akan diuji 0 St
— . 5 No. 4 65.09 Palsu
Transaksi Keluhan Rating Pengiriman  Keaslian
(hari) (%) 6 No. 6 75.83 Palsu
90 3 4.5 2 92
Tabel 5. Data Training yang akan diuji Tabel 9. Data Testing 2
— : . . Pengiriman Keaslian
. . Pengiriman Keaslian Transaksi Keluhan Rating . 0
Transaksi Keluhan Rating (hari) (%) (hari) (%)
120 2 4.8 2 98 18 10 25 9 30

d= (90 —120)2+ 3—2)2 + (45— 4.8)2 + (2—2)2 + (92 — 98)?
d = 900 + 1 +0.09 + 0 + 36 =937.09 = 30.61

Perhitungan dilakukan terhadap seluruh data training,
lalu disusun urutan jaraknya.

Tabel 6. Urutan Jarak Data Uji ke Data Training

Jarak

No Data Training Euclidean Status
1 No. 5 10.87 Asli
2 No. 1 30.61 Asli
3 No. 2 61.12 Palsu
4 No. 3 61.21 Asli
5 No. 4 65.09 Palsu

Tabel 9. Jarak Euclidean dari Data Testing 2 ke Data

Training
No Data Training Jarak Status
Euclidean
1 No. 6 7.45 Palsu
2 No. 2 13.65 Palsu
3 No. 4 17.42 Palsu
4 No. 5 77.32 Asli
5 No. 1 107.21 Asli
6 No. 3 118.2 Asli

Voting (K=3): Palsu, Palsu, Palsu — Prediksi: Palsu
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B. Hasil Pengujian

Hasil pengujian menunjukkan bahwa algoritma KNN
mampu melakukan Klasifikasi terhadap status penjual
dengan akurasi yang baik berdasarkan data fitur perilaku
transaksi. Berikut rekapitulasi hasil prediksi:

Tabel 10. Rekap Hasil Pengujian

. Prediksi Status
No Data Testing Status Aktual
1 Data Testing 1 Asli Asli
2 Data Testing 2 Palsu Palsu
Akurasi Sementara:
Jumlah data uji: 2

Prediksi benar: 2
Akurasi :g x 100% = 100%

Hasil ini menunjukkan bahwa model dengan algoritma
KNN dan pemilihan fitur yang tepat dapat
mengklasifikasikan penjual palsu dengan tingkat ketepatan
tinggi.

C.Rancangan Tampilan Sistem

Tampilan login merupakan halaman pertama yang akan
dilihat oleh pengguna ketika mengakses sistem. Pada
halaman ini, pengguna diminta untuk memasukkan
username dan password yang terdaftar.

Sistem Prediksi Keberadaan
Penjual Palsu di Platform Belanja
Online

® Login Admin

Username

Password

Gambar 1. Halaman Login

Tampilan register dirancang untuk memungkinkan
pengguna baru melakukan pendaftaran ke dalam sistem.
Pengguna harus mengisi formulir dengan informasi dasar
seperti username dan password.
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Sistem Prediksi Keberadaan
Penjual Palsu di Platform Belanja
Online

@ Register Admin

Username

Password

Confirm Password

Gambar 2. Halaman Register

Dashboard adalah halaman utama yang akan muncul
setelah pengguna berhasil login ke dalam sistem. Di
halaman dashboard ini, pengguna dapat melihat ringkasan
informasi penting

Prediksi Penjual Palsu

Dashboard Sistem Prediksi Penjual Palsu

& 10 Data Penjualan A 4 Penjual Palsu © 6 Penjual Terpercaya

Gambar 3. Halaman Dashboard

Halaman Master Toko/Penjual menyediakan fitur untuk
mengelola data terkait toko atau penjual dalam sistem. Pada
tampilan ini, pengguna dapat menambah, mengedit, atau
menghapus data toko yang terdaftar, termasuk informasi
seperti nama toko, alamat, dan nomor telepon

Prediksi Penjual Palsu

Data Toko / Penjual

o | e | s PRV P
s
resmma— v |
s 28
JE— e
s I

Guardian I Merdeka No, 10, lskarta 0a1z24567850

I Kebon Jeuk No. 20, Surabaya 083456789012

Viinds I Sudirman No. 8, fogyakarta

Al 1. Pabtsian 1o, 30, Medan 085678901234

Gambar 4. Halaman Modul Penjual / Toko

Tampilan Master Data Penjualan memberikan fitur untuk
mengelola data penjualan yang terjadi di platform.
Pengguna dapat menambah, mengedit, atau menghapus
transaksi penjualan berdasarkan kategori yang relevan.
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Prediksi Penjual Palsu

Data Penjualan

Mo  MamaToko  JumlahTransaksl  JumiahKeluhan  Rating  LamaPengiiman  Keaslian Produk  Status  Aksi

1 Guardian 100 1 5 2hari 95% Valid

Gambar 5. Halaman Modul Riwayat Penjualan

Tampilan prediksi memungkinkan pengguna untuk
melakukan percobaan prediksi pada data penjualan yang
telah dimasukkan. Sistem akan menghitung kemungkinan
apakah suatu transaksi termasuk dalam kategori "Asli" atau
"Palsu”. Pengguna dapat melihat hasil prediksi secara
langsung dan memutuskan untuk menyimpannya ke dalam
database.

Prediksi Penjual Palsu .

@ Prediksi Keaslian Penjual

ksi yang ingin digunakan

# Coba Prediksi (Tanpa Simpan)

B Prediksi & Simpan ke Dotabase

Gambar 6. Halaman Modul Prediksi

Halaman Hasil Prediksi menampilkan hasil dari proses
prediksi yang telah dilakukan pada data penjualan. Di
halaman ini, pengguna dapat melihat daftar prediksi yang
mencakup ID transaksi, data penjualan terkait, serta status
prediksi apakah transaksi tersebut terdeteksi sebagai "Asli"
atau "Palsu".

Prediksi Penjual Palsu

|~ Hasil Prediksi

No NamaPenjual /Toke  Jumlah Transaksi  Jumish Keluhan ~Rating  Lama Pengiriman  Keaslian Produk  Status sl Prodiksi
Guardian 100 1 5 2 hari 95% valid
200 ] 5 3 ha 0% valid

sadaya s0 5 2 7 hari 0% Palsu

eoo0o00GeD

Gambar 7. Halaman Modul Hasil Prediksi
IV. KESIMPULAN DAN SARAN

A. Kesimpulan

Berdasarkan hasil penelitian yang telah dilakukan, dapat
disimpulkan bahwa:

1. Sistem informasi berbasis data mining dengan
algoritma K-Nearest Neighbor (KNN) efektif
dalam memprediksi keberadaan penjual palsu di
platform belanja online.
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2. Pemanfaatan atribut seperti jumlah transaksi,
jumlah  keluhan, rating pelanggan, waktu
pengiriman, dan tingkat keaslian produk,
memberikan pengaruh yang signifikan dalam
proses klasifikasi.

3. Dengan menggunakan K=3, sistem berhasil
mengklasifikasikan data uji dengan tingkat akurasi
mencapai 100% pada sampel terbatas.

4. Penggunaan rumus Euclidean Distance
memberikan  kemudahan dalam  mengukur
kedekatan antar data untuk proses klasifikasi.

B. Saran

Penelitian ini dapat dikembangkan lebih lanjut dengan
memperbesar jumlah dataset agar menghasilkan model
klasifikasi yang lebih robust. Disarankan untuk
mengimplementasikan sistem ini secara real-time di
platform e-commerce guna mendeteksi penjual tidak
kredibel lebih dini. Penambahan fitur analisis sentimen dari
ulasan pelanggan dapat meningkatkan akurasi prediksi.
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