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ABSTRACT 

The Adiraku application is considered to be able to facilitate and facilitate 
customers so that there is no need to come to the branch office to get information 
related to the number of installments that must be paid, due dates, credit 
simulations, and Adira Finance information offers to customers. A large number 
of reviews from users received makes it difficult for developers to read them, it 
will take too much time and effort if they have to read and analyze them 
manually. To find out which reviews are classified as positive or negative 
reviews. need a sentiment analysis of the review.  This study aims to find out 
how the opinions or opinions of its users on the services of the application, by 
analyzing these sentiments through a classification process using two algorithms, 
namely Support Vector Machine and Naïve Bayes. The data used amounted to 
2000 data obtained from Google Playstore. Data is labeled into 2 classes namely 
positive class and negative. Furthermore, the data is divided into 70% training 
data and 30% testing data and methods used for testing using Bernoulli Naïve 
Bayes and Linear Kernel.  It was concluded that the number of user reviews of 
the Adiraku application on the Google Play Store showed more positive 
comments, amounting to 1412 positive and negative reviews, which was 588 
reviews.  The Support Vector Machine algorithm performs better by getting the 
best accuracy value of 96%, while the Naïve Bayes algorithm gets an accuracy 
value of 85%. 
 

 

1. Introduction 

 Currently, the development of information 

technology is very rapid and fast, including in 

Indonesia itself. With technology, it is basically to 

make it easier for humans to run things [1]. Adiraku is 

an information system that is still new. This 

information system was officially released on February 

20, 2020, to facilitate and facilitate customers so that 

they do not need to come to the branch office to get 

information related to the number of installments that 

must be paid, due dates, credit simulations, and Adira 

Finance information offers to selected customers as a 

form of promotion. The Adiraku application is 

available for free download on both the Google Play 

store and App Store. The Google Play store displays a 

rating of 4.4 for the Adiraku application, with a total of 

52,000 reviews in the comments section. These 

reviews include both positive and negative reviews 

such as complaints, criticisms, or suggestions [2]. 

 The number of users who use the Adiraku App 

making reviews of the App is also increasing. 

However, because a large number of reviews from 

users received makes it difficult for developers to read 

them, it will take too much time and effort if they have 

to read and analyze them manually and this kind of 

method is not recommended because it is not effective. 

Meanwhile, these reviews can influence the Adiraku 

Application in making improvements to the application 

[3].  To find out whether a review is positive or 

negative, sentiment analysis of the review is required. 

 In a study of sentiment analysis on the Gojek 

application, [4] employed the Support Vector Machine 

and K Nearest Neighbor algorithms. The KNN method 

with k=22 achieved an accuracy of 82.14%, precision 

of 82.28%, and recall of 95.43%. On the other hand, 

the SVM method with linear kernel and C=1 

parameters obtained accuracy, precision, and recall 

values of 87.98%, 88.55%, and 95.43%, respectively. 

Further research by [5] on Sentiment Analysis of 

Online News Media App Reviews On Google Play 

Using the Support  Vector Machine and Naïve Bayes 

Algorithm  Methods The results show that SVM 

(Support Vector Machines) is 88% superior to Naïve 

Bayes by 87% and is derived from the tendency of 

public opinion in   Google Play about online news 

media applications skewed positively, from the number 

of positive opinions of 5160 while negative by 455.  A 
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recent study on Sentiment Analysis in BCA Mobile 

App Reviews was conducted by [6], utilizing the BM25 

method and the Improved K-Nearest Neighbor 

algorithm for document classification. The study 

evaluated the performance of the model using 5-fold 

testing, and obtained optimal results with a k-value of 

10, achieving a precision value of 0.946, recall of 

0.934, f-measure of 0.939, and accuracy of 0.942. 

Further research by [7], SVM and Naive Bayes was 

used to analyze public sentiment regarding the KPK's 

Hand Capture Operations. Researchers used the SVM 

algorithm to measure the accuracy of social media in 

the analysis of KPK arrests. Each dataset consists of 78 

positive tweets and 78 negative tweets related to KPK 

arrest operations. The results of research by Herawati 

showed an accuracy of 83.79% and AUC of 0.910 in 

using the SVM algorithm for the analysis. Other 

research conducted by  [8] about Sentiment analysis of 

the impact of coronavirus on twitter using Naïve Bayes 

and SVM methods. The data used as many as 1104 data 

taken from tweets on Twitter using 3 sentiments, 

namely positive, negative, and neutral. In testing with 

the Naive Bayes Classifier algorithm produced a data 

accuracy value of 81.07% while the SVM algorithm 

produced a data accuracy value of 79.96%. Then, on 

the research [9] The results of research using the 

Support Vector Machine show that the accuracy of the 

classification of public sentiment on Twitter towards 

online loans is 62.00%. Despite this, the accuracy 

results are considered quite good. In addition, 

sentiment analysis using SVM successfully classified 

people's sentiment on Twitter towards online loans. 

From the results of the classification, it was found that 

negative sentiment dominated with a percentage of 

59%, while positive sentiment only reached 41%.  

Furthermore, research by [10] From the results of 

analysis and testing of Youtube comments regarding 

the Samsung Galaxy Z Flip 3 gadget with a total of 

9,597 comments, it was found that users gave more 

positive opinions on design aspects and negative 

opinions on aspects of price, specifications, and brand 

image. This study used the CRISP-DM model and 

compared the classification methods of Naïve Bayes 

(NB), Support Vector Machine (SVM), and k-Nearest 

Neighbor (k-NN), and the results showed that the SVM 

classification model gave the best results. The average 

accuracy of SVM was 96.43% for the four aspects 

analyzed, namely the design aspect of 94.40%, the 

price aspect of 97.44%, the specification aspect of 

96.22%, and the brand image aspect of 97.63%. Lastly, 

research by [11] about Twitter Sentiment Analysis 

Post-Covid-19 Online Lecture Using Support Vector 

Machine and Naïve Bayes Algorithms. This study used 

naïve bayes algorithm and support vector machine 

(SVM) to analyze sentiment with performance results 

obtained. The naïve bayes algorithm has an accuracy of 

81.20%, a time of 9.00 seconds, a recall of 79.60%, and 

a precision of 79.40%. As for the SVM algorithm, it 

has an accuracy of 85%, a time of 31.60 seconds, a 

recall of 84%, and a precision of 83.60%. This 

performance was achieved in the first iteration for 

naïve bayes and the 423rd iteration for the SVM 

algorithm. 

 

 Based on the background above, this study was 

titled 'Sentiment Analysis of Adiraku App Reviews on 

the Google Play Store Using Vector Machine And 

Naïve Bayes Support Algorithms'. This study aims to 

find out how the opinions or opinions of its users on the 

services of the application, by analyzing these 

sentiments with a classification process using two, 

namely the Support Vector Machine and Naïve Bayes 

algorithms. In addition, this research was also carried 

out for the quality and service contained in the Adiraku 

application. 

2. Research Method  

The research method will be carried out there are 

several stages, starting from data collection, pre-

processing, and classification using 2 algorithms,  

namely the Support Vector Machine and Naïve Bayes 

for the last stage, namely evaluation. More details can 

be seen in figure 1.  

 

Figure 1. Flowchart Diagram 

2.1. Data Collection 
 In this research, data were collected from user 

reviews of the Adiraku application on the Google Play 

store. The data was extracted from approximately 2000 

recent user reviews to ensure the presence of active 

users, thus providing a more up-to-date representation 

of user opinions. This technique aimed to ensure that 

the comments were still relevant and indicative of the 

current user sentiment towards the Adiraku 

application. For the method of collecting data on the 

adiraku application on the Google Play store, namely 

Web Scraping. In this study, the tool used was Google 

Colab. Then the already obtained review data is stored 

in the form of .csv. From the dataset that has been 

obtained, there is some information, namely a 

username, score, date and time, and content.  
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Figure 2. Data Collection 

2.2. Pre-Processing  
 For the pre-processing stage, the raw data will be 

carried out through case folding, tokenizing, stemming, 

stopwords removal, and TF-IDF processes. Pre-

processing stage to avoid the occurrence of imperfect 

random data or inconsistent data[12]. 

2.3.  Classification 
 The study employed the Support Vector Machine 

and Naïve Bayes algorithms for classification. Before 

classification, the dataset was partitioned into two 

subsets, namely the training and testing data. The 

Support Vector Machine and Naïve Bayes models were 

constructed using the training data and subsequently 

assessed using the testing data. The performance and 

accuracy of the models were measured to determine 

their classification capability. 

2.3.1. Support Vector Machine 
 Support Vector Machine is a classification 

algorithm that is carried out by determining the 

hyperplane.  A good hyperplane will be right in the 

middle of the two classes, so it has the longest distance 

to the outermost data in both classes[13]. In this study, 

the authors used a linear kernel formula. Here's the 

linear kernel equation. It can be seen in Table 1. 

Kernel Equation 
Linear 𝐾(𝑥𝑖𝑥) =  𝑥𝑖

𝑇𝑥 
Table 1. Kernel Formulas 

2.3.2.  Naïve Bayes 
 The classification of the Naïve Bayes method is a 

method that utilizes simple statistics based on the 

Bayes theorem that assumes the presence or absence of 

a class with other features. The Naïve Bayes method is 

used for classification processes to determine f1_score 

accuracy, recall, and precision [14]. In this study, 

researchers used Naive Bayes with the Bernoulli 

method following the calculation formula of Naïve 

Bayes Bernoulli. 

 

𝑃(𝐶|𝑋) =  
𝑃(𝑋|𝐶) 𝑃(𝐻)

𝑃(𝑋)
 

 

Information: 

P(C|X) = Probability of class c if given x 

 

P(X|C) = Probability of occurrence of x in class c 

 

P(C) = Probability of occurrence of c in general  
 

P(X) = Probability of occurrence of x in general 

 

 

 

2.4. Evaluation 

 This stage is carried out making sure that the 

testing is correct. This evaluation is about finding the 

best results from the test results. To measure the level 

of accuracy against then using the confusion matrix, the 

calculation is with accuracy, precision, and recall[15]. 

 

 
Figure 3. Confusion Matrix 

Information: 

TP (True Positive)  = Positive data classified  

     correctly 

 

TN (True Negative)  = Negative data classified  

     correctly 

 

FP (False Positive) = Negative data classified  

     positively 

 

FN (False Negative) = Positive data classified  

     negatively 

3. Result and Discussion 
3.1. Data Collection 
 The data retrieval process in the existing Adiraku 

application reviews on the Google Play store uses the 

Web Scraping method using Google Colab for data 

obtained as much as 2000 data. The dataset can be seen 

in Figure 4. 

 

 

Figure 4. Dataset 

After getting the dataset, the data is labeled into two 

classes, namely the Positive and Negative classes, 

where the Positive value has a score value of 3-5 while 

for Negative 1-2. 
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Figure 5. Labeling Dataset 

3.2. Pre-Processing 
 After going through the data collection process, 

the next process is to clean the data by pre-processing. 

Here are the pre-processing stages of this study. 

a. Case Folding 
 This stage changes the data from uppercase to 

lowercase, removes numbers, punctuation, and blank 

characters in the document, or removes emoticons on 

the data. It can be seen in Table 2. 

 

Before After 

Banyak promo 

menarik, thanks 

ADIRAKU 

banyak promo 

menarik, thanks 

adiraku 

 

Table 2. Case Folding Results 

b. Tokenizing 
 The next stage is Tokenizing. At this stage, the 

breakdown of each word that was previously in the 

form of a sentence, document, or paragraph into certain 

parts based on each word. It can be seen in Table 3. 

 

Before After 

cepat pelayanannya 

 

[‘cepat’, 

‘pelayanannya’] 

 

Table 3. Tokenizing Results 

c. Stopword Removal 
 The next step is Stopword Removal. This stage 

performs word filtering or separates unnecessary words 

in the data. It can be seen in Table 4. 

 

Before After 

saya sudah bayar 

angsuran 11, tapi 

sisa 

 

[‘saya’], [‘sudah’], 

[‘bayar’], [‘tapi’], 

[‘sisa’] 

Table 4. Stopword Removal Results 

d. Stemming  
 The next stage is stemming, where this process is to 

remove all the affixes that can be made to the word and 

turn it into a base word. Stemming is also done to 

reduce the variation of the same basic word. It can be 

seen in Table 5.  

 

Before After 

Bagus keren mantul 

dah ngga 

[‘bagus’, ‘keren’, 

‘mantul’] 

Table 5. Stemming Results 

e. TF-IDF 
 The process of determining the significance of a 

successfully extracted word is known as weighting. 

This stage aims to assign a weight to each word, which 

will be utilized as a feature. The quantity of data or 

documents to be processed directly influences the 

number of features, with a larger dataset leading to 

more features. It can be seen in Figure 6. 

 

 
Figure 6. TF-IDF Results 

3.3. Classification 
 At the data classification stage taking as many as 

2000 data then the data is labeled into 2 classes, namely 

Positive and Negative. This classification process uses 

Google Colab with Python programming language and 

uses Support Vector Machine and Naïve Bayes 

algorithms. The results of the comparison can be seen 

in Figure 7.  

 

 
Figure 7. Negative and Positive Sentiment 

Classification Results 
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The picture above shows that the value 1 is interpreted 

as the Positive class and the value 0 it is interpreted as 

the Negative class for the Positive class it gets a total 

of 1412 data while the Negative class is 588 data. 

Furthermore, the data is divided into training data and 

testing data with a ratio of 0.3. Which means that the 

data in the training data amounts to 70%, which is 

1,400 data, and for testing data which amounts to  

30  %, which amounts to 600  data. The data that will 

be used in the classification to find the best accuracy 

value using the Support Vector Machine and Naïve 

Bayes algorithms is testing data containing user 

reviews of the Adiraku application. 

3.3.1. Support Vector Machine Algorithm 

 The first algorithm used to classify user review 

data of the Adiraku Application is the Support Vector 

Machine with a linear kernel function to determine the 

accuracy level of the processed data. can be seen in the 

following table. 

 

Algorithm Accuracy Precision Recall 

Support 

Vector 

Machine 

96% 0.96% 0.99% 

Table 6. Classification Results for SVM Kernels 

Based on table 6 above, the Support Vector Machine 

Algorithm gets 96% accuracy results, 0.96% Precision, 

and 0.98% Recall.  

3.3.2. Naïve Bayes Algorithm 

 The second algorithm used to classify user review 

data of the Adiraku Application is Naïve Bayes with 

the Bernoulli method to find out the accuracy level of 

the processed data. can be seen in the following table. 

Algorithm Accuracy Precision Recall 

Naïve 

Bayes 

85% 0.85% 0.97% 

Table 7. Classification Results for Naïve Bayes 

Naïve Bayes algorithm gains 85% accuracy, 0.8 5% 

Precision, and 0.97% Recall. The results that have been 

obtained from the two algorithms, will then be 

compared in the next discussion. 

3.3.3. Comparison of Support Vector Machine 

and Naïve Bayes 

 After obtaining the results of the level of accuracy 

in the two algorithms, the next step is to compare them. 

Beris a comparison between the Support Vector 

Machine and Naïve Bayes algorithms Can be seen in 

figure 8 below. 

 
Figure 8. SVM and Naïve Bayes Algorithm Accuracy 

Value Comparison Chart 

The chart presented above allows us to conclude that 

the Support Vector Machine algorithm exhibits 

superior performance in classifying sentiment analysis 

on user reviews of the Adiraku application on the 

Google Play store compared to the Naïve Bayes 

method. 

3.4.  Evaluation 
 This final stage aims to recalculate the results of 

the accuracy values obtained by each algorithm using 

the Confusion Matrix. 

 

 
Figure 9. Confusion Matrix Support Vector Machine 

Based on figure 9 above, it can be seen that the number 

of TP is 376, FP is 19, FN is 36, and TN is 969. To 

calculate the manual is with TP+FP+FN+TN = 1400, 

Next (TP+TN)/1400 =0.960. The result of the 

Confusion Matrix of the Support Vector Machine 

algorithm is 96%. 

 
Figure 10. Confusion Matrix Naïve Bayes 

Figure 10 above can be seen that the number of TP is 

96, FP is 14, FN is 75, and TN is 415. To calculate the 

manual is with TP+FP+FN+TN = 600, Next 



  

   

13 

 

(TP+TN)/600 = 0.851. The result of the Confusion 

Matrix of the Naïve Bayes algorithm is 85%. 

4. Conclusion 

 Based on the test results, it can be concluded that 

the number of user reviews of the Adiraku application 

on the Google Play Store shows a greater number of 

positive comments, namely 1412 positive reviews 

compared to the number of negative reviews, which is 

588 negative reviews out of a total of 2000 reviews 

taken by the Web Scraping method. From the test 

results, it was found that the Support Vector Machine 

algorithm has a better performance value than the 

Naïve Bayes algorithm. Evidenced by the accuracy 

value obtained by the Support Vector Machine 

algorithm got an accuracy value of 96%, while the 

Naïve Bayes algorithm got an accuracy value of 85%. 

The amount of data used in the classification is 2000 

data from Web Scraping results on the Google Play 

store, next the data is divided into 2, namely training 

data of 1400 data and testing data of 600 data. It can be 

concluded that the Support Vector Machine algorithm 

has a much better accuracy value for classification in 

this study compared to Naïve Bayes. 
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