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ABSTRACT 

In today's digital era, database systems are becoming a mandatory thing that is 

used in every industry field to improve the performance of the industry, over 

time with the increasing need for databases, single databases and single servers 

are considered less capable in handling data that continues to increase in 

number, so it often leads to a decline in performance. Therefore came the idea 

of centralized data storage that can be modified to accommodate the 

availability, scalability, reliability, and management of data. One way that can 

be done is to apply Distribute Database using Sharding Horizontal Partition 

technique and experimental methods using mariadb and spider engine. The test 

was carried out on the database of food processing sites (TPP) in the TPP 

application at the ministry of health. The test results prove that although in 

some journals about Sharding, more sharding is implemented on NoSQL 

DBMS such as MongoDB, influx dB. In this study it can be proven that 

sharding can also be done in relational DBMS such as MariaDB and MySQL, 

data can be distribute and load process too, test result successful although the 

performance of time query response is still better single database than distribute 

database. 
 

 

1.  Introduction 

In today's digital age, database systems are used 

in every need for data.  The idea of centralized data 

storage can be modified to accommodate data 

availability, scalability, reliability, and management; 

of course, higher performance and lower costs 

become a challenge. It can be adjusted by distributing 

data using sharding against the database. The sharded 

database architecture consists of multiple server nodes 

deployed across the server using network 

infrastructure and distribution of data allocation to 

various server nodes [1].  By utilizing sharding 

databases or horizontal partitions, databases are 

divided into smaller pieces or fractions across 

multiple data nodes in a cluster. Each node with data 

is distributed into a subset and responsible to itself. 

The Food Processing Site Database (TPP) is a 

data set used by TPP Information system  which is a 

normal procedure where data is collected and then 

processed into a information that can be distributed to 

users, can obtain transaction management needs, 

support the organization's operations, are managerial 

in a strategic activity of the organization and provide 

certain parties with various kinds of reports that 

needed [2].  The TPP data includes restaurants, 

restaurants catering, Boga services, drinking water 

depots, canteens, and other food supply and 

processing fields. Outcome TPP application is of them 

sertifikat laik higienes for provider of catering 

services, food, sanitation [3]. The growing need for 

supervision and coaching of TPP in each province 

often causes problems in the form of decreased 

system performance and more excellent database 

storage with a single server and single database.  

A distributed computing system consists of 

several processing nodes interconnected in a computer 

network and cooperating in performing certain given 

tasks. In general, the distribution of compounds 

partitions large parts into smaller pieces and resolves 

them efficiently in a coordinated manner. In theory, 

database distribution using sharding methods can be 

done in relational and nonrelational DBMS/NoSQL 

[4]. 

NoSQL which is an unstructured database is 

widely used as a database storage time series, for 

example InfluxDB [5] 

In this research, we use MariaDB relational 
Database Management System (RDBMS) [6]  based 

on open-source data placement will be distributed to 3 
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(three) servers run using containers. In Container 

using linux we can running nodes server with light 

resource and increase perform [7]. 

There are several previous studies such as Afri 

Darwis [8] in his research title Implementation of 

Distributed Database Using Mysql At PT Thamrin 

Brothers Palembang, the issue discussed is How to 

Design and Implement Distributed Databases on PT 

Thamrin Brothers Palembang, using action research 

methods and decision-makers, as a result of 

distributed databases used in PT Thamrin Brothers 

Palembang where the database is integrated. 

Distributed between branches throughout South 

Sumatra, and with the design of this database, PT 

Thamrin Brothers can develop it for the operational 

benefit of the company.  

In Previous research distributed database 

implemented using heterogenous method using 

MySQL and Oracle XE, with database link and 

ODBC Driver as communication between databases 

[9].  

While Bryant Plaudo Santoso, Agustinus 

Noertjahyana, and Justinus Andjarwirawan [10] in his 

journal entitled Implementation of Distributed 

Database On Learning Management System Using 

Redhat Openshift Platform, the problem discussed is 

scalable on the web server, If only the webserver is 

scalable and only connected to a database server, then 

it is feared that there will be bottlenecks, with the 

Sharding method, the result of transaction per second 

or success rate becomes better.  

       In Grech research Designing and Implementing a 

Distributed Database for a Small Multi-Outlet 

Business, results stated that the distribution database 

is a database development that has advantages in 

sharing and replicating data between databases [11]. 

Next, Naoyuki Miyamoto, Ken Higuchi, and 

Tatsuo Tsuji [12], with their journal Incremental Data 

Migration for Multi-Database Systems Based on 

MySQL with SPIDER Storage Engines, tried to solve 

the problem of performance decrement from load 

imbalance among individual databases using 

incremental data migration methods, the result is a 

total data migration technique effective for high 

execution times (except for some situations).). 

The difference between this research and previous 

is that this study uses MariaDB Relational Database 

Management System (RDBMS) with an engine that is 

a plugin of the RDBMS, namely, spider storage 

engine, or in another sense, it can be said that the 

database distribution process occurs at the database 

level at the coding level in the application. In previous 

research, Santoso ran the MySQL cluster as an engine 

of the DBMS on the OpenShift platform, which is 

used as a database of learning management systems 

with the results of research that leads to the MySQL 

cluster’s success rate of the database is getting better. 

Darwis, in previous research, discussed the design of 

distributed databases by using MySQL as a DBMS 

and conducting replication techniques for distribution 

processes to several branches, as well as primary 

visual applications as their frontend with the results of 

the creation of a DFD database distribution design 

where each transaction data process will be marked 

with branch ID as the purpose of storage of the 

database. Miyamoto, in previous research, used 

MySQL and spider storage engines as a solution to 

carry incremental migration data into multi databases 

so that as the database grows more extensive and can 

operate without downtime by dividing large amounts 

of migration data into smaller pieces of data, the 

results of the study that with a small number of sub-

data inserted into multi-database will be more 

accessible and have a good execution time value. 

Better, and that's without interfering with the existing 

operations of the running database.     

Based on the background above, the problems 

that can be formulated are: 

1. How the process of migrating the database 

from a single server to 3 server regions, How 

to picture networking and addressing each 

server, How the process of configuration of 

container servers includes operating systems, 

DBMS, computer networks according to 

network topology 

2. How to configure sharding with the horizontal 

partition database server using Mariadb spider 

engine storage 

3. How to configure connections, user databases, 

and privileges in each server node 

4. How does the comparison between a single 

database server compare to after the database 

server is distributed to three servers, as well as 

how the test results exist. 

This research was conducted by taking data on 

the transaction table of tt_tpm that have a large 

number of rows and distributed to several RDBMS by 

sharding / horizontal partition method according to 

the parameters of the attributes kd_prov done 

manually; in this research, server infrastructure uses 

docker containers that run RDBMS MariaDB image 

in each container. The data used is a table of tt_tpm 

transactions taken from a single database server with 

the tpm_db. 

Related to this, the purpose of this study is to plan 

testing to improve server performance by adding 

server infrastructure in several regions virtually. 

Database server workload sharing is divided into areas 

covering Western Indonesia, Central Indonesia, and 

Eastern Indonesia. For the abo planning, we tried to 

implement the application of distributed databases 

with the sharding horizontal partition method. The 

table in the database has many rows in the party into 

sections based on the criteria of provincial code (zone 

region). 

Implementing distributed databases and sharing 

data placement and storage also allows users with 

certain provinces to directly access and make 

transactions on servers within the region to make the 
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TPP application a scalable application in overcoming 

the amount of data that develops with a distributed 

database. 
The purpose of this research is: 

1. Proving database distribution theory using 

the sharding horizontal partition method in the 
RDBMS. 

2. Implementation of data storage set (table) 

centralized database (single server) to 

distributed (3 servers) 

3. Prove query execution performance using a 

single database server by distributing the 

database server 

Distributed databases self-transmitted 

database is a collection of several logically 

interrelated databases distributed over a computer 

network. A database management system 

(DDBMS) is a software system that manages 

distributed databases while making distribution 

transparent to users. 

To meet the conditions of a distributed 

database, at least meet the following 

requirements: 

 Connection of database nodes over a 

computer network. There are several 

computers, called nodes. These nodes 

must be connected to the underlying 

network to transmit data and commands 

between nodes. 

 The logical interrelationship of the 

connected essential The information in 

the various database nodes must be 

logically related. 

 There is a possibility of homogeneity 

among connected nodes. Not all nodes 

need to be identical in data, hardware, 

and software [13]. 

In a distributed database, database 

information is allocated and stored in 

corresponding nodes, according to partition or 

fragment or called horizontal fragmentation or 

sharding. A so-called technique can be used to 

partition each relation based on a particular 

attribute (e.g., department and others) [14] 

A horizontal fragment or fraction of a 

relation is a condition that can determine a subset 

of the tuple in that r is included in flat fragments 

on one or more relationship attributes or by some 

other mechanism. Often, only one point is 

involved in the state [15]. 

 In another sense, sharding is a database 

architecture pattern that separates one table into 

several different tables, commonly known as 

partitions. Each partition has the same schema 

and columns but also different rows. The data 

stored in each partition is also unique and 

independent of the data stored on other partitions 

Sharding consists of 2 horizontal partitioning and 

vertical partitioning. Examples of data sharing 

using sharding can be seen in the image below. 

Horizontal partitioning divides a table into 

multiple tables; each table has the same number 

of columns as the original table but has smaller 

rows. Vertical partitioning is a partition method 

that divides tables into tables with the same 

number of rows as the original table but fewer 

columns [16]. 

 

 
 

Figure 1: Sharding Horizontal Partition by 

list 

 

Database sharding is one way to scaling-out 

(horizontally) in spreading and placing the burden 

of data processes to several database server nodes 

and dividing the data traffic process to be more 

optimal. Scaling-out in practice is adding the 

number of server nodes. By scaling out, data will 

be distributed. Storage media and computing 

resources will be more flexible in scaling (sizing) 

against database needs, number of server nodes, 

number of storage media, and computing sources 

in the future. 

MySQL and MariaDB are database 

management systems developed by Oracle. One 

of the essential features is that users can choose a 

storage engine according to their needs. For 

example, users can use a memory storage engine 

to access the database quickly. 

A spider storage engine is one of the MySQL 

storage engines developed by Kentoku Shiba. It 

does not have record data and only references 

other databases using table links. In other words, 

a spider storage engine is a collection of 

connections such as symbolic links in the UNIX 

operating system. The records are fermented not 

only table links in the same computer but also 

other computer table links. Users can access 

tables on multiple computers as a single table by 

using SQL statements without specific 
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parameters. Spider Storage Engine is not the 

default engine of MySQL or MariaDB; it is 

necessary to add module packages to the DBMS. 

Spider storage engines define tables while 

retaining the original engine from the table. For 

example, link tables defined using the InnoDB 

storage engine have the same capabilities as 

InnoDB, namely record-level and transactional 

lock capabilities. 

Spider storage [17] is one of the sharding and 

proxy solutions that can be used to federate tables 

from MariaDB MySQL/Oracle server nodes as in 

local servers, and spiders can create sharding 

databases by using the partition table feature. 

 
Figure 2: Spider sharding architecture uses 

partition tables based on rules 

 

2.  Methods 

This study used experimental methods to 

implement distributed databases, using sharding with 

spider engine storage than will be tested several SQL 

statements into the database. 

The dataset used is the EMONEV Kemkes 

application table database in 2021; the table used is a 

table of tt_tpm numbering 250,000; there will be two 

databases in a single server and a database in 4 

containers representing four different servers. The 

data used using the data retrieval method is a 

sampling from the TPP application database.  

The research stage is : 

1. Taking the data set of tables tt_tpm 2021 

2. Then installing and configuring the 

Linux operating system,  

3. Create docker container  

4. Installing and configuring the MariaDB 

RDBMS,  

5. Installing additional spider storage 

engine packages, 

6. Creating new databases by sharding,  

7. Creating table links, creating users in 

each node to allow access to server 

spiders,  

8. Inserting datasets into spider servers,   

9. Perform a select query on a server 

spider. 

 

3.  Result and Discussions 

TPP application is an information system used for 

monitoring and evaluation (MONEV) of food 

processing places; this application is used by 

puskemas, municipal district health office, local 

health service, and central health service. The operator 

of this application is a health center that numbers 

10,230 puskesmas throughout Indonesia. Data is input 

to the application after the IKL form (Extension) is 

filled through visiting the TPP location. TPP 

applications with a national scale of use infrastructure 

are on 1 (one) server for Webserver and Database 

services.  

 

Migrating Database and topologies desgin 
The TPP application database has a tt_tpm table 

containing TPP information data registered in the 

ministry for coaching and hygienic certification; in 

this study, we shard the tt_tpm table written in this 

study distributed into three containers servers. 

Here is the topology of the existing network with one 

node database server  : 

 
Figure 3: Single Database Server Topology (Existing) 

 

There is a MariaDB DBMS service in a single 

server database, with 1 (one) database and supporting 

tables of TPP applications; this single database does 

not use partition tables; it only uses indexes on tables. 

Here is the topology of the network with one spider 

server and three nodes with three shardings  : 

 
Figure 4: Prototype-1 Distribute Database 

Implementation Topology 

 

There is a MariaDB DBMS service in the 

distribution database server, with 1 (one) spider server 

database and three server nodes that will be the place 

of database allocation according to the partition (3 

sharding) specified in the server spider. The server 

spider runs the MARIADB DBMS and a collection of 

link tables to access the server nodes. In other words, 

each node is allocated to 1 partition according to that 

node zone. 
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Here is the topology of the network with one 

spider server and three nodes with six shardings  : 

 
Figure 5: Prototype-2 Distribute Database 

Implementation Topology 

 

In this research, the implementation of the 

distributed database server, there is a MariaDB 

DBMS service, with 1 (one) spider server database 

and three server nodes that will be the place of 

database allocation according to the partition (6 

sharding) specified in the server spider. In addition, 

the server spider is also sharding to the local DBMS 

for supporting tables in partitions, namely: tables 

tt_sertifikat, tm_syarat, tm_kabupaten, tm_provinsi. 

The server spider runs the MARIADB DBMS and a 

collection of link tables to access the server nodes. In 

other words, each node is allocated to 2 partitions 

according to that node zone. 

 

Here is a list of IP addresses for simulations in this 

study, are as follows: 

 

 
Figure 6: Tabel of IP Address Server 

 

List of containers running in research : 

 

 
Figure 7: Container List 

 

Sharding uses a horizontal partition based on the 

provincial code attribute (KD_PROV), following the 

contents of the local code field in the tt_tpm table by 

region zone. Data with a specific provincial 

codespecificelocal the specified server node based on 

this sharding., 

We made a prototype-1 consisting of 1 spider 

server three server nodes consisting of 3 sharding 

(each node one sharding), here is the allocation of 

sharding: 

 

 
 

 
 

 
Figure 8: Prototype-1 

 

Then we also made a prototype-2 consisting of 1 

spider server three server nodes consisting of 6 

shardings (each node two sharding) the goal is to 

minimize sharding and the number of row data on the 

table tt_tpm per sharding, here is the allocation of 

sharding : 

 

 
Figure 9: Prototype-2 

 

Configure Sharding 

This step explain configure sharding : 

1. Installation Database engine  

In linux operating system we can use this 

command for install mariadb database : 

apt install mariadb-server mariadb-client 

2. Create scheme sharding database db_tpm and 

table tt_tpm [18] 

CREATE SCHEMA db_tpm DEFAULT 

CHARACTER SET utf8; 

CREATE TABLE db_tpm.tt_tpm ( 

  id int(11) NOT NULL AUTO_INCREMENT, 

  nama_tpm varchar(255) NOT NULL, 

  kd_prov varchar(2), 

  kd_kab varchar(4), 

  kd_kec varchar(7), 

  kd_kel varchar(10) NOT NULL DEFAULT '0', 

  id_puskesmas varchar(11), 

  id_area int(11) NOT NULL DEFAULT '0', 

  id_wilker int(11) NOT NULL DEFAULT '0', 

  alamat varchar(255), 

  nama_pengusaha varchar(255), 

  jumlah_karyawan int(11), 

  id_jns_tpm int(11), 

  total_point int(11), 

  status_tpm varchar(2), 

  last_date_scoring date, 

  init_status_layak int(11), 

  lat varchar(20) NOT NULL, 

  lng varchar(20) NOT NULL, 

  `desc` varchar(255) NOT NULL, 

  status_sertifikat int(11), 



  

   

55 

 

  create_by varchar(225), 

  create_date datetime, 

  update_by varchar(225), 

  update_date datetime, 

  delete_status enum('0', '1') DEFAULT '0', 

  delete_by varchar(225), 

  delete_date datetime, 

  PRIMARY KEY (id,kd_prov), 

  KEY id (id) 

) ENGINE=spider comment='database "db_tpm",table 

"tt_tpm"' 

PARTITION BY LIST columns (kd_prov) ( 

   PARTITION wib_tpm_partition VALUES IN 

('11','12','13','14','15','16','17','18','19','21','31','32','33','3

4','35','36')  

COMMENT = 'srv "wib_db_tpm"' ENGINE = 

SPIDER, 

   PARTITION wit_tpm_partition VALUES IN 

('71','72','73','74','75','76','81','82','91','94')  

COMMENT = 'srv "wit_db_tpm"'ENGINE = SPIDER, 

   PARTITION wita_tpm_partition VALUES IN 

('0','51','52','53','61','62','63','64','65')  

COMMENT = 'srv "wita_db_tpm"' ENGINE = 

SPIDER 

); 

Configure connection and spider user privileges 

1. Create Server database parameter  

For Instance in wib server, configure 

parameter server: 

CREATE SERVER wib_db_tpm 

FOREIGN DATA WRAPPER mysql 

OPTIONS ( 

   HOST '172.18.0.12', 

   PORT 3306, 

   USER 'spider_user', 

   PASSWORD 'password', 

   DATABASE 'db_tpm' 

); 

2. Create user for spider user to access all nodes 

create user 'spider_user'@'%' identified by 

'password'; 

grant all privileges on *.* to 

'spider_user'@'%' with grant option; 

flush privileges; 

 

Comparison between single database and three 

database server 

In this study, there are several queries to prove 

that data can be stored in allocations on different 

server nodes based on partition attributes specified 

according to the table above. 

The insert query inserts from select to the table 

tt_tpm, then inserted into the table tt_tpm in the 

database in the server spider. The amount of data 

inserted is 250,000 rows. 

The next test is a select query to see the response 

time of query execution, which is carried out on a 

single server, prototype-1, and prototype-2 according 

to the table above. The queries used for testing are as 

follows : 

 

The insert query inserts from select to the table 

tt_tpm, then inserted into the table tt_tpm in the 

database in the server spider. The amount of data 

inserted is 250,000 rows. 

 

 
 

The next test is a select query to see the response 

time of query execution, which is carried out on a 

single server, prototype-1, and prototype-2 according 

to the table above. The queries used for testing are as 

follows: 

 
Figure 10: Testing script SQL 

 

After testing, here are some results from the test: 

1. By using a distributed spider storage engine 

database can be done, either by federate and or 

by sharding, in this research, we use sharding / 

horizontal partition against a table with a certain 
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number of rows, which is partitioned with 

specific conditions/rules, in this case, using 

provincial code (can be viewed above).  As a 

result, each partition table can occupy storage on 

each server node according to local code rules. 

2. Spider engine storage, the partitioned table 

remains with the original engine. We can 

perform the Data Manipulation Language 

(DML) function through the spider server node 

and the database server node. 

3. CPU load usage and memory can be distributed 

properly 

4. Testing for time query responses is as follows:  

 

Figure 11: Result testing 

5. The following screenshot of the database 

distribution based on the provincial code 

partition can be seen from the results of the 

following query : 

 
Figure 12: Query from spider server 

 

 
Figure 13: Query from the single database server 

(existing) 

 
Figure 14: Query from the web node server 

 

 
Figure 15: Query from the node server 
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Figure 16: Query from the node server 

 

4. Conclusions 

In this study, several things can be concluded: 

1. In some journals about Sharding, sharding is 

more widely implemented in NoSQL DBMS 

such as MongoDB or InfluxdB. This study 

proves that sharding can also be done in 

relational DBMS such as MariaDB and MySQL. 

2. The implementation of a distributed database can 

be done following the steps in the discussion 

above. 

3. Each server can communicate with each other 

using a computer network and the spider server 

can perform data manipulation using defined 

users. 

4. Based on the test results, the performance of the 

time query response is still better single database, 

according to this author, it’s because : 

 Spider Server performs remote to server 

nodes causing I/O Network and storage that 

takes longer (response time) than single 

database server where I/O Network and 

Storage reside on the server itself.  

 In addition, when querying join table, spider 

server performs remote query execution to 

server nodes and queries on its local; this is 

thought to be because query latency 

increases from various two-way data traffic 

in the network. 

 Looking at information from the MySQL 

benchmark, the number of rows used data is 

more than 1 million - 10 million rows, while 

the data tested in the study amounted to 

250,000. We think the use of data used is 

more minor. 

 

5.  Suggestions 

1. Researchers need to optimize queries or tuning 

in the distributed database, especially using 

spider storage engines, by learning the features 

and advanced options. 

2. Perform sharding by dividing the sharding more  

multiple nodes 

3. Design and analyze the addition of proven code 

fields for supporting tables, such as tt_sertifikat 

4. An analysis of the attributes is required, 

including partitions on each server node. 

5. Conduct further research on distributed 

databases with sharding and replication methods 

that run High Availability (HA) and Fail-Over 

features using spider storage.  

6. Perform data related to distributed databases 

using other methods such as using MySQL NDB, 

Max Scale and ProxySQL 
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