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ABSTRACT

The Food Processing Center (TPP) is a collection of data used by the TPP
application. The growing need for supervision and guidance on TPP in each
province often causes problems in the form of a decrease in system performance
and an increase in the number of database storage with a single server and single
database. One way that can be done to improve the system’s performance is by
implementing a Distribute Database using the Sharding Horizontal Partition
technique and experimental methods. The test results show that sharding can also
be done in relational DBMS like MariaDB and MySQOL.

Global

1. Introduction

In today's digital age, database systems are used in
every need for data. The idea of centralized data
storage can be modified to accommodate data
availability, scalability, reliability, and management; of
course, higher performance and lower costs become a
challenge. It can be adjusted by distributing data using
sharding against the database. The sharded database
architecture consists of multiple computing nodes
deployed across the server to provide a continuous
uptime rate in hardware or network failure and the
distribution of data allocation to various server nodes.
By utilizing sharding databases or horizontal partitions,
databases are divided into smaller pieces or fractions
across multiple data nodes in a cluster. Each node with
datais distributed into a subset and responsible to itself.

The Food Processing Site Database (TPP) is a data
set used by TPP applications. The TPP includes
restaurants, restaurants catering, Boga services,
drinking water depots, canteens, and other food supply
and processing fields.  The growing need for
supervision and coaching of TPP in each province
often causes problems in the form of decreased system
performance and more excellent database storage with
a single server and single database.

A distributed computing system consists of several
processing nodes interconnected in a computer
network and cooperate in performing certain given
tasks. In general, the distribution of compounds
partitions large parts into smaller pieces and resolves
them efficiently in a coordinated manner. In theory,
database distribution using sharding methods can be
done in relational and nonrelational DBMS (NoSQL);

in this research, we use MariaDB relational Database
Management System (RDBMS) based on open-source
data placement will be distributed to 3 (three) servers
run using containers. [1]

There are several previous studies such as Afri
Darwis [2] in his research title Implementation of
Distributed Database Using Mysql At PT Thamrin
Brothers Palembang, the issue discussed is How to
Design and Implement Distributed Databases on PT
Thamrin Brothers Palembang, using action research
methods and decision-makers, as a result of distributed
databases used in PT Thamrin Brothers Palembang
where the database is integrated. Distributed between
branches throughout South Sumatra, and with the
design of this database, PT Thamrin Brothers can
develop it for the operational benefit of the company.

While Bryant Plaudo Santoso, Agustinus
Noertjahyana, and Justinus Andjarwirawan [3] in his
journal entitled Implementation of Distributed
Database On Learning Management System Using
Redhat Openshift Platform, the problem discussed is
scalable on the web server, If only the webserver is
scalable and only connected to a database server, then
it is feared that there will be bottlenecks, with the
Sharding method, the result of transaction per second
or success rate becomes better.

Next, Naoyuki Miyamoto, Ken Higuchi, and
Tatsuo Tsuji[4], with their journal Incremental Data
Migration for Multi-Database Systems Based on
MySQL with SPIDER Storage Engines, tried to solve
the problem of performance decrement from load
imbalance among individual databases using
incremental data migration methods, the result is a total




data migration technique effective for high execution
times (except for some situations).).

The difference between this research and previous
is that this study uses MariaDB Relational Database
Management System (RDBMS) with an engine that is
a plugin of the RDBMS, namely, spider storage engine,
or in another sense, it can be said that the database
distribution process occurs at the database level at the
coding level in the application. In previous research,
Santoso ran the MySQL cluster as an engine of the
DBMS on the OpenShift platform, which is used as a
database of learning management systems with the
results of research that leads to the MySQL cluster’s
success rate of the database 1s getting better. Darwis, in
previous research, discussed the design of distributed
databases by using MySQL as a DBMS and conducting
replication techniques for distribution processes to
several branches, as well as primary visual applications
as their frontend with the results of the creation of a
DFD database distribution design where each
transaction data process will be marked with branch ID
as the purpose of storage of the database. Miyamoto, in
previous research, used MySQL and spider storage
engines as a solution to carry incremental migration
data into multi databases so that as the database grows
more extensive and can operate without downtime by
dividing large amounts of migration data into smaller
pieces of data, the results of the study that with a small
number of sub-data inserted into multi-database will be
more accessible and have a good execution time value.
Better, and that's without interfering with the existing
operations of the running database.

Based on the background above, the problems that
can be formulated are:

1. How the process of migrating the database
from a single server to 3 server regions, How
to picture networking and addressing each
server, How the process of configuration of
container servers includes operating systems,
DBMS. computer networks according to
network topology

2. How to configure sharding with the horizontal
partition database server using Mariadb spider
engine storage

3. How to configure connections, user databases,
and privileges in each server node

4. How does the comparison between a single
database server compare to after the database
server 1s distributed to three servers, as well as
how the test results exist.

This research was conducted by taking data on the
transaction table of tt_tpm that have a large number of
rows and distributed to several RDBMS by sharding /
horizontal partiion method according to the
parameters of the attributes kd_prov done manually; in
this research, server infrastructure uses docker
containers that run RDBMS MariaDB image in each
container.

The data used is a table of tt_tpm transactions taken
from a single database server with the tpm_db.

Related to this, the purpose of this study is to plan

testing to improve server performance by adding server
infrastructure in several regions virtually. Database
server workload sharing is divided into areas covering
Western Indonesia, Central Indonesia, and Eastern
Indonesia. For the abo planning, we tried to implement
the application of distributed databases with the
sharding horizontal partition method. The table in the
database has many rows in the party into sections based
on the criteria of provincial code (zone region).

Implementing distributed databases and sharing

data placement and storage also allows users with
certain provinces to directly access and make
transactions on servers within the region to make the
TPP application a scalable application in overcoming
the amount of data that develops with a distributed
database.

The purpose of this research is:

1. Proving database distribution theory using the
sharding horizontal partiion method in the
RDBMS.

2. Implementation of data storage set (table)
centralized database (single server) to
distributed (3 servers)

3. Prove query execution performance using a
single database server by distributing the
database server

Distributed
database is a collection of several logically
interrelated databases distributed over a computer
network. A database system

(DDBMS) is a software system that manages

databases self-transmitted

manageme nt

distributed databases while making distribution

transparent o users.

To meet the conditions of a distributed

database, at least meet the following requirements:

o Connection of database nodes over a
computer network. There are several
computers, called nodes. These nodes
must be connected to the underlying
network to transmit data and commands
between nodes.

o The logical interrelationship of the
connected essential The information in
the wvarious database nodes must be

logically related.

e There is a possibility of homogeneity
among connected nodes. Not all nodes
need to be identical in data, hardware,
and software.[6].

distributed

allocated and

In a database, database

information  is stored in
corresponding nodes, according to partition or

fragment or called horizontal fragmentation or




sharding. A so-called technique can be used to
partition each relation based on a particular
attribute (e.g., department and others) [7]

A horizontal fragment or fraction of a relation
1s a condition that can determine a subset of the
tuple in that r is included in flat fragments on one
or more relationship attributes or by some other
mechanism. Often, only one point is involved in
the state [8].

In another sense, sharding is a database
architecture pattern that separates one table into
several different tables, commonly known as
partitions. Each partition has the same schema and
columns but also different rows. The data stored in
each partition is also unique and independent of
the data stored on other partitions Sharding
consists of 2 horizontal partitioning and vertical
partitioning. Examples of data sharing using
sharding can be seen in the image below.
Horizontal partitioning divides a table into
multiple tables; each table has the same number of
columns as the original table but has smaller rows.
Vertical partitioning is a partition method that
divides tables into tables with the same number of
rows as the original table but fewer columns.

Pre-Sharded Table

0w

e o

Figure 1: Sharding Horizontal Partition by list

Database sharding is one way to scaling-out
(horizontally) in spreading and placing the burden
of data processes to several database server nodes
and dividing the data traffic process to be more
optimal. Scaling-out in practice is adding the
number of server nodes. By scaling out, data will
be distributed. Storage media and computing
resources will be more flexible in scaling (sizing)
against database needs, number of server nodes,
number of storage media, and computing sources
in the future.

MySQL and MariaDB  are database
management systems developed by Oracle. One of
the essential features 1s that users can choose a
storage engine according to their needs. For

example, users can use a memory storage engine
to access the database quickly.

A spider storage engine is one of the MySQL
storage engines developed by Kentoku Shiba. It
does not have record data and only references
other databases using table links. In other words, a
spider storage engine is a collection of connections
such as symbolic links in the UNIX operating
system. The records are fermented not only table
links in the same computer but also other computer
table links. Users can access tables on multiple
computers as a single table by using SQL
statements without specific parameters. Spider
Storage Engine is not the default engine of
MySQL or MariaDB: it is necessary to add module
packages to the DBMS.

Spider storage engines define tables while
retaining the original engine from the table. For
example, link tables defined using the InnoDB
storage engine have the same capabilities as
InnoDB, namely record-level and transactional
lock capabilities.

Spider storarge[ 12] is one of the sharding and
proxy solutions that can be used to federate tables
from MariaDB MySQL/Oracle server nodes as in
local servers, and spiders can create sharding
databases by using the partition table feature.

1.request 3.response

Lap [ ap [ ap | AP | AP |

> 2. Execute SQL
“g‘splnEH ]

(MariaDB/MySQL)

Figure 2: Spider sharding architecture uses
partition tables based on rules

2. METHODS

This study used experimental methods to implement
distributed databases, Use the "Insert Citation" button
to add citations to this document.

using sharding with spider engine storage, then
will be tested several SQL statements into the database.

The dataset used is the EMONEV Kemkes
application table database in 2021; the table used is a
table of tt_tpm numbering 250000; there will be two
databases in a single server and a database in 4
containers representing four different servers. The data
used using the data retrieval method is a sampling from
the TPP application database.




The research stage is :

1. Taking the data set of tables tt_tpm 2021,

2. Then installing and configuring the Linux
operating system,

3. Installing and configuring the MariaDB
RDBMS,

4. Installing additional
engine packages,

5. Creating new databases by sharding,

6. Creating table links, creating users in
each node to allow access to server
spiders,

7. Inserting datasets into spider servers,

8. Perform a select query on a server spider.

spider storage

3. RESULT AND DISCUSSION

TPP application is an information system used for
monitoring and evaluation (MONEV) of food
processing places; this application is used by puskemas,
municipal district health office, local health service,
and central health service. The operator of this
application 1s a health center that numbers 10,230
puskesmas throughout Indonesia. Data is input to the
application after the IKL form (Extension) is filled
through visiting the TPP location. TPP applications
with a national scale of use infrastructure are on 1 (one)
server for Webserver and Database services.

The TPP application database has a tt_tpm table
containing TPP information data registered in the
ministry for coaching and hygienic certification; in this
study, we shard the tt_tpm table written in this study
distributed into three containers servers.

Here is the topology of the existing network with one
node database server :
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Figure 3: Single Database Server Topology (Existing)

There is a MariaDB DBMS service in a single server
database, with 1 (one) database and supporting tables
of TPP applications; this single database does not use
partition tables; it only uses indexes on tables.
Here is the topology of the network with one spider
server and three nodes with three shardings :
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Figure 4: Prototype-1 Distribute Database
Implementation Topology

There is a MariaDB DBMS service in the distribution
database server, with 1 (one) spider server database and
three server nodes that will be the place of database
allocation according to the partition (3 sharding)
specified in the server spider. The server spider runs the
MARIADB DBMS and a collection of link tables to
access the server nodes. In other words, each node 1s
allocated to 1 partition according to that node zone.
Here is the topology of the network with one spider
server and three nodes with six shardings :

Figure 5: Prototype-2 Distribute Database
Implementation Topology

In this research, the implementation of the distributed
database server, there is a MariaDB DBMS service,
with 1 (one) spider server database and three server
nodes that will be the place of database allocation
according to the partition (6 sharding) specified in the
server spider. In addition, the server spider is also
sharding to the local DBMS for supporting tables in
partitions, namely: tables tt_sertifikat, tm_syarat,
tm_kabupaten, tm_provinsi. The server spider runs the
MARIADB DBMS and a collection of link tables to
access the server nodes. In other words, each node 1s
allocated to 2 partitions according to that node zone.

Here is a list of IP addresses for simulations in this

study, are as follows: :
No. | Host

IP Address

Keternngan Group

Sgider Server-Test 1 | Prototype-|
Node WIB-Test 1
Tode WITA Test 1
Node WIT-Test |

1| Maria 1 - Serves Fiewd Office
2 Wib_1 - Server Zona Barat
(5| Wita 1 - Server Zona Tengah
Wit_1 - Server Zona Tinmr

2 - Serves Head Office
erver Zona Barat
Server Zana Tergah

Spides Server-Test 2 | Protoaype2
Tiode WIB-Test 2
Tode WITA. Test 1
Tods WIT-Test 2

[

L] Wi
§ | Wil_2 - Server Zoua Tusnr 17218
2

Maria 3 - Serves Singhe DB 17218031 Tode SigleDB

Figure 5: Tabel of IP Address Server

Siigle Server DB

List of containers running in a research :

Figure 6: Container List

Sharding uses a horizontal partition based on the
provincial code attribute (KD_PROV), following the
contents of the local code field in the tt_tpm table by
region zone. Data with a specific provincial
codespecificelocal the specified server node based on
this sharding.,




We made a prototype-1 consisting of 1 spider
server three server nodes consisting of 3 sharding (each
node one sharding), here is the allocation of sharding:

[F1 ek T 37 - Sumaens U 15 - Sumatcr Barst [ 54 - R ]
(25~ Jambi | 1€ - Sumater Selaten 17 - Bemgkuly [ 98 - Lammpung |
19 Bangkn Beliun 21 - g Rimu 31- DKI Tnkarta 52 - Jawa Barat ]
33~ Jqya Temgah 34 DI Yogyakata 135 - Jyag Tamur [ 36 Banten |
O SUBMIT Ealas | 51 Bali i) 5T ]
1 - Kalmanian Berat |c~.\ Flalzmartan Temgah | 63 - Kalmanian elsian. {a: “Falsmantan Timur
65 - Rahmantan Uiry

| 71 - Sulawes: Utar | 71 Sulwaesi Temgah | 73 Sulawes: Selatan | 7 - Sulawesi Temgzan

75 - Gorontalo 76 - Sulswes) Barst §1 - Malkos 2 - Maluky Ui

|91~ Papua Barat | 54 = Papem |

Figure 7: Protoype-1

Then we also made a prototype-2 consisting of 1 spider
server three server nodes consisting of 6 shardings
(each node two sharding) the goal is to minimize
sharding and the number of row data on the table
tt_tpm per sharding, here is the allocation of sharding :

3 - Sumstesn Basat [14 -~ Riau ]
7 Benglal |15~ Lampung 1

[ aceh 12 - Sumaters Utarm
[0 —sambs [ 16 - Sumates Selatan

33 - Jgwa Tenysh - Banlen
0 - SUBMIT Earkes [ 51~ Bali [52-N1B [53-NTT ]

|61 - Foalimastan Barst | 62 - Kalimasiian Tengah | 63 - Kalimantan Selalan | 64 - Kalimantan Tomar |
|55 - Kalimantm U | T T |

[[71 - Sulawesi Utarm [ 7% - Sulawesi Tengah | 73 - Sulawes: Sclatan | 74 - Sulawess Tenggare |
75 - Gorontala I |
[6 - Sulawesi Barat 61 - Malsku 82 - Maluku Dtara [ 51 - Papua Barat |
|94 - Papaa 1 | | |

Figure 8: Protoype-2

In this study there are several queries to prove that
data can be stored in allocations on different server
nodes based on partition attributes specified according
to the table above.

The insert query inserts from select to the table
tt_tpm, then inserted into the table tt_tpm in the
database in the server spider. The amount of data
mserted is 250,000 rows.

The next test is a select query to see the response
time of query execution, which is carried out on a
single server, prototype-1, and prototype-2 according
to the table above. The queries used for testing are as
follows :

The insert query inserts from select to the table tt_tpm,
then inserted into the table tt_tpm in the database in the
server spider. The amount of data inserted is 250,000
TOWS.

‘nama el b e . o el - i puskeamas . i area . i willos', “alamal’
‘Bema_praguahe , umbh karrewes. . _jsa e . iotal_posat’. et tpm . lasl_daic_sooring
it st k. ar .l e s serifikal . el by’ e e . wlats by . esiats. dhie’

dehoic sema . dekic by .

o . b o, puskeaas

o pragmsha . b karyawes. . id_ss ow . otal poml . st o

‘mil_status ayak Bl . leg . des’ ‘sl sevaikal . sreale b . s e .
dese siaus’, Geete by’ . delete_due

diom d_tpenl 1 s

delete. da

e . i wilker” . *adimal
[r——

psdate by “gdate.duie’ .

The next test is a select query to see the response time
of query execution, which is carried out on a single

server, prototype-1, and prototype-2 according to the
table above. The queries used for testing are as follows:

i

select a b name, kab,
from &t {mm.a

inmer join fp kabupatan b
on 3kl By kdRres,

and akd_kab=bkd kab
and gk provin (1112131415 161718 10 213132133 134135 36
ETTE]

select 2 % b nama, kab,

from . {om.a

et join fp kabupaten b
(R SR

on

|_and gl prowin (0,'51',52'53" 6162636465

2and g ke, ab=]
| amdakd prown (71 72,7374 75 76 ‘81 82 01" 94):

A §

select g kd_pron, honame, prov.count(*)
from . tom.a

inner join B BERYIREL b

on g ki Doz 3

by

= 6 Full Jom

select gk, prov,boame, prov,count(*)
from . tpma

left join tm, provissl.b

=i 8 TPM dengan senvifiliat proxinst ekap
selectakd, provhnama prov.count(*)
from ¢ toma
inner join I, provingl b

on g kil proi=b k. nrow.
tnner join ff, sertifikat.c
on aid=cid_tpm.

L_group by gkl provbuams. puov;

Figure 9: Testing script SQL

After testing, here are some results from the test:

1. By using a distributed spider storage engine
database can be done, either by federate and or by
sharding, in this research, we use sharding /
horizontal partition against a table with a certain
number of rows, which is partitioned with
specific conditions/rules, in this case, using
provincial code (can be viewed above). As a
result, each partition table can occupy storage on
each server node according to local code rules.

2. Spider engine storage, the partitioned table
remains with the original engine. We can perform
the Data Manipulation Language (DML) function
through the spider server node and the database
server node.

3. Cpu load usage and memory can be distributed

properly




Testing for time query responses is as follows: '
t i . ‘.gl‘ Nlud i Comnands end With ; or \g.
an 1
1 10.5.13-MariaDB-1:10.5.13+narLa-fi L mariadb.org binary distribution

detik)

en | ot D [Fomnpet~ Tung| s

a8, 2018, Oracle, abB Corparation Ab and athers.

*\h* for help. Type '\c' to clear the current input statement.

Figure 10: Result testing

The following screenshot of the database
distribution based on the provincial code partition
can be seen from the results of the following
query :

5 -h
end with § o
13-Martapn-1: 13+naria-focal mariadb.org blnary distribution
. 2018, Oracle, Mariad® Corperation Ab snd others.
r belp. Type "\c' to clear the curremt input statement.

Commands end with ; or \g.
: 10.5. :18.5.13+narLa~Tocal marladb.org blmary distribution
00, 2018, Oracle, MarlaDd Corporation Ab and o

‘\h' for help. Type to clear the current input statement.

set (8.814 sec)

Figure 15: Query from the node server

4. CONCLUSIONS

In this study, several things can be concluded:

1. Insome journals about Sharding, sharding is more
widely implemented in NoSQL DBMS such as
MongoDB influx dB. This study proves that
sharding can also be done in relational DBMS

Figure 12: Query from the single database server
(existing) such as MariaDB and MySQL.

Based on the test results, the performance of the

time query response is still better single database,

according to this author, because :

ra

e Spider Server performs remote to server
nodes causing 1/0 Network and storage that
takes longer (response time) than single
database server where I/0O Network and
Storage reside on the server itself.




o Inaddition, when querying join table, spider
server performs remote query execution to
server nodes and queries on its local; this is
thought to be because query latency
increases from various two-way data traffic
in the network.

* Looking at information from the MySQL
benchmark, the number of rows used data is
more than 1 million - 10 million rows, while
the data tested in the study amounted to
250000. We think the use of data used is

more minor.

5. SUGGESTIONS

1. Researchers need to optimize queries or tuning in

the distributed database, especially using spider

storage engines, by learning the features and
advanced options.

Perform sharding by dividing the sharding more

multiple nodes

3. Design and analyze the addition of proven code
fields for supporting tables, such as tt_sertifikat

4. Ananalysis of the attributes is required, including
partitions on each server node.

5.  Conduct further research on distributed databases
with sharding and replication methods that run
High Availability (HA) and Fail-Over features
using spider storage.

6. Perform data related to distributed databases
using other methods such as using MySQL NDB,
Max Scale and ProxySQL

(3]
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